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ABSTRACT

Battery life-time is a critical issue for digital television (DVB)
viewing on mobile phones. The number of quantization steps
used in the analog-to-digital converter (ADC) is an important
factor in the total power consumption of a DVB receiver. The
OFDM signals require a large resolution of the ADC. We pro-
pose a digital post-processing method that allows reduction of
the peak-to-average margin by compensating for clipping arti-
facts when the ADC is saturated. Clipped OFDM peaks cause
spurious signals on empty subcarriers, which can be used to re-
cover the original signal and to eliminate clipping artifacts.

1. INTRODUCTION

At the moment of writing this paper, the analog PAL tele-
vision transmitters are being switched off in many Euro-
pean countries and these are replaced by Digital Video
Broadcasting (DVB). The DVB standard provides terres-
trial transmission to the home (DVB-T) and to handhelds
(DVB-H), based on Orthogonal Frequency Division Mul-
tiplexing (OFDM).
This provides reliable transmission over multipath chan-
nels, because it subdivides the data stream into many par-
allel subcarriers each of which sees a narrow band, i.e.,
non-selective channel. However, the nearly Gaussian dis-
tribution of the OFDM signal is seen as one of its main
disadvantages. When signal peaks in the OFDM signal
are clipped, all subcarriers are affected. Practical systems
require a margin of about 8 to 9 dB headroom between the
average signal power and the clipping level of the transmit
and receive chain. Many papers have been written about
the effect of this Peak to Average Power Ratio (PAPR)
problem of OFDM, and on methods to mitigate it. In most
papers thus far, the high PAPR is seen as a problem for
the linearity and the power consumption of the power am-
plifier at the transmitter. However, in an OFDM broad-
cast system, the transmitter can be built according to pro-
fessional standards with sufficient power available, while
the receiver may need to be integrated in a cellular mo-

bile phone or other handheld device with only limited bat-
tery capacity. This motivated us to focus on the handheld
receiver, where the ADC increasingly becomes a main
drain of battery power. The power consumption of typ-
ical analog–to–digital converters (ADC) is proportional to
the number of quantisation steps L, so it is exponential in
the ADC resolution b, expressed in bits (L = 2b). To min-
imize power consumption, we propose to allow a modest
degree of clipping of the ADC and to compensate it by
digital post–processing.
The results are believed to be relevant for low–power de-
sign of OFDM receivers, for instance to prolong battery
life during digital television reception on mobile phones.
The remainder of this paper is organized as follows. Sec-
tion 2 discusses the concept. Section 3 gives a baseband
model of an OFDM communication system and a statisti-
cal model of the OFDM signal at the receiver, including
the receive ADC. Then, Section 4 describes our clipping
correction algorithms and evaluates their performance for
an idealized DVB-H system. Section 5 explores whether
the algorithms can coexist with Doppler compensation al-
gorithms.

2. INTUITIVE DESCRIPTION

In contrast to [1–3], we exploit the empty subcarriers. Dig-
ital TV standards such as DVB-T and DVB-H use empty,
i.e. unmodulated, subcarriers at the outskirts of their spec-
trum. We pursue the idea that the clipping induces spu-
rious components at these empty subcarriers and these
can assist the receiver to reconstruct the original, i.e., not
clipped signal. Figure 1 illustrates that a (time–domain)
signal clipped on one input sample transforms into a com-
plex exponential at the FFT output.
Figure 2 gives a block diagram of a simplified compensa-
tion algorithm which correlates the complex exponentials
to estimate the amount of clipping that occurred.
Our simulations show that a significant reduction of the
headroom of the ADC is possible. This algorithm delivers
about 2 dB more headroom for the signal power at an SNR
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Figure 1: Time and frequency–domain signal, at ADC out-
put and at FFT output, respectively.

Figure 2: Block Diagram of OFDM receiver with ADC
clip restoration

of 30 dB, but its effectiveness is reduced if many samples
are clipped. We also propose a more elaborate algorithm
that gives even more headroom.
The idea to exploit spurious signals received at empty sub-
carriers has been considered for various other applications.
Wolf [4] showed that man-made burst noise can be miti-
gated. Tureli et al. [5] and Wu et al. [6] studied a method
to refine the frequency synchronization by observing empty
subcarriers. Our algorithm can be combined with theirs in
a straightforward manner, resulting in a multi-dimensional
optimisation problem.

3. MODEL OF THE COMMUNICATION SYSTEM

Digital Video Broadcasting uses OFDM transmission with
Ns = 2048 or 8192 subcarriers. The subcarriers are in-
dexed from −Ns/2 to Ns/2 − 1, such that the m-th sub-
carrier has frequency mfs, where fs is the subcarrier spac-
ing. We represent the user data as Ns complex numbers
S = (S−Ns/2, . . . , SNs/2−1) where subcarrier m carries
the data symbol Sm. In DVB and in most other OFDM

standards, only a subset of the subcarriers are modulated,
while the lowermost ML and the uppermost MR subcar-
riers are unmodulated, so the corresponding Sm = 0. For
the 2K-mode of DVB-T, Ns = 2048, ML = 172 and
MR = 171. The set of empty subcarriers is denoted by
M0, its size |M0| = ML + MR is denoted by M . We
consider an OFDM transmit symbol that lasts from t = 0
to Tsymbol = 1/fs, to ensure orthogonality between the
subcarriers. Yet, the transmitter adds a cyclic prefix of du-
ration Tguard, so the transmitted signal can be written in
complex baseband representation as

s(t) =
Ns/2−1∑

m=−Ns/2

Sme2πimfst, t ∈ [−Tguard, Tsymbol).

(1)
Additive noise from the receiver’s low-noise amplifier and
interference from adjacent channel users is denoted by
η. The receiver ignores the signal received in the inter-
val [−Tguard, 0), since it suffers from inter-symbol inter-
ference, and samples the signal in the interval [0, Tsymbol)
at the ADC. This signal is x(t) = η(t) + r(t) with

r(t) =
Ns/2−1∑

m=−Ns/2

Rme2πimfst, t ∈ [0, Tsymbol), (2)

with Rm =
∑

m′ Hmm′Sm′ and H the channel matrix in
the frequency domain. Assuming sampling at the Nyquist
frequency, Tsample = (Nsfs)−1 and the n-th sample is
xn = x(nTsample) = rn + ηn, n = 0, . . . , Ns − 1. The set
of all Ns samples is denoted by x = (x0, . . . , xNs−1). The
in-phase and quadrature components of each sample xn

pass through separate (but identical) ADCs. Each ADC
discretises its input w and outputs q(w), the best approxi-
mation in a discrete set with L different quantisation lev-
els, D = {d1, . . . , dL} ⊂ R with d1 < d2 < . . . < dL,
according to

q(w) = arg min
d∈D

|d− w|, (3)

so the function q is completely determined by D. If the
ADC input w lies between dk and dk+1, the discretisation
error |q(w)−w| is at most equal to (dk+1 − dk)/2, but if
the input sample w > dL, or w < d1 the ADC is said to
clip the sample. When clipping occurs, the discretisation
error |q(w) − w| can be large. We consider the case of a
large L and finite d1 and dL, such that the error introduced
by the quantizer is dominated by clipping, so that

q(w) =


−C if w ≤ −C

w if − C < w < C

C if w ≥ C.

(4)

The complex baseband representation of the sample after
the ADC is

yn = q(Re(xn)) + iq(Im(xn)) =: Q(xn), (5)
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Figure 3: A diagram showing the system model.

or, in vector notation, as in Fig. 3,

y = Q(x), (6)

where y = (y0, . . . , yNs−1). The discretized samples are
Fourier transformed, which yields the received signal on
the subcarriers:

Ym =
1
Ns

Ns−1∑
n=0

yne−2πimn/Ns ,

m = −Ns/2, . . . , Ns/2− 1. (7)

If the ADC would have no distortion, i.e., q(w) = w for
all w, and if there would be no noise, η(t) ≡ 0, then Ym =
Rm.

4. COMPENSATION ALGORITHMS

In this section we describe three methods to reconstruct a
clipped signal.
The first method involves strict equation-solving. The sec-
ond one is easy to implement, because it estimates the
degree of clipping per sample individually, but it ignores
correlation between the artifacts if more than one sample
is clipped. Hence it results in an approximate solution if
multiple samples are clipped simultaneously. The third
method takes an MMSE approach and exploits the statis-
tical properties of the signal and noise to reconstruct the
expected received signal before clipping. The model is
worked out for signals and noise with Gaussian distribu-
tions.

4.1. Compensation algorithm for noise-free channel

Initially we assume a noise-free channel. So we can write
rn = yn + cn with

Re(cn) = 0 if |Re(yn)| < C,

Im(cn) = 0 if |Im(yn)| < C. (8)

Denoting the number of clippings by Nc, there are Nc non-
zero parameters, one for each clipped real or imaginary
part of a sample.
After the Fourier transform, we have that Rm = Ym+Cm.
Since the real and imaginary parts of Rm are zero if m
corresponds to an empty subcarrier, we have that Cm =
−Ym for m ∈ M0. These equations are equivalent to

2M equations for Nc unknown parameters, which can be
written in matrix form as

v = Au, (9)

where v is a known 2M -vector with the real and imag-
inary parts of −Ym for the subcarriers where Rm = 0,
u is an Nc-vector with the unknown values of Re(cn) or
Im(cn) at a clipped sample and A is an 2M × Nc-matrix
of which the elements are the appropriate real and imagi-
nary parts of the Fourier-transform matrix. If Nc ≤ 2M ,
u can be uniquely determined by solving any subset of Nc
equations, or by

u = (AT A)−1AT v. (10)

If Nc > 2M , AT A has Nc − 2M eigenvalues equal to
zero, so u cannot be determined uniquely and this equation-
solving clip correction algorithm breaks down.
Wolf [4] proposed this algorithm to repair the effects of
impulsive noise.

4.2. Compensation algorithm for single clips

Each of the diagonal elements of AT A is equal to M/N2
s .

The off-diagonal elements are partial (M < N ) corre-
lations of an integer number of rotations of complex ex-
ponentials, so these are usually non-zero. However, off-
diagonal components are smaller than the diagonal ele-
ments. Approximating AT A by its diagonal leads to the
simpler approximation

ũ =
(Ns)2

M
AT v. (11)

The corresponding clip-corrected complex-valued signal
in the frequency domain is given by

Ỹ = Y − Ns

M
FPclip,yF−1PemptyY, (12)

where F is the Fourier transform matrix, F−1 its inverse,
Pempty projects onto the M empty subcarriers and Pclip,y

projects the real and imaginary parts of its argument onto
the positions where the corresponding real or imaginary
parts of y are clipped.
This algorithm is equivalent to making the approximation
that the out-of-band clip artifacts u for every clip location
are orthogonal, so that clipping can be corrected by invert-
ing the clip artifacts one by one. The effect of noise is not
excessive because each of the 2M out of band samples is
attenuated by 1/M . Hence the signal–to–noise ratio on
compensated, i.e., previously clipped (pre–FFT) samples
deteriorates only marginally and the effect at the FFT out-
put is negligible.
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Figure 4: Average squared error
∑

m |R̂m−Rm|2 (in dB)
versus received signal power P/C2 (in dB) for SNR =
10 dB (upper curves), 20 dB, and 30 dB (lower curves).
The average is taken over 100 realizations of signal and
noise. Solid curves: R̂m = Ym, dashed/dotted curves:
approximate clip correction using (12).

4.2.1. Simulation Results

Fig. 4 shows the performance simulated for DVB-H. We
consider a system with Ns = 2048 subcarriers, out of
which M = 343 subcarriers are empty. Then each of the
Ns − M non-empty subcarriers carries a signal

√
P Rm

where the Rm are i.i.d. circularly symmetric complex Gaus-
sian distribution with mean zero and variance 1/(Ns−M),
and where P is the received signal power. The noise, with
power P/SNR, is evenly distributed among all Ns sub-
carriers, so each subcarrier also carries an i.i.d. complex
Gaussian noise signal with variance P/(NsSNR). For a
given SNR, the effect of clipping depends on the clipping
level C only through the ratio P/C2.
The graphs show that clip correction using (12) gives a
gain of about 2 dB when the SNR = 30 dB. Without clip
correction, the error starts rising above the noise level due
to clipping at P/C2 = −7 dB, with clip correction this
happens at P/C2 = −5 dB, so the receiver’s AGC re-
quires 2 dB less back-off. For higher values of P/C2, clip
correction using (12) gives worse results than not using
any correction. When SNR = 20 dB, the gain is reduced
to about 1 dB, when SNR = 10 dB, there is no improve-
ment at all.
For each clipped signal sample, the simple algorithm cal-
culates or retrieves from a look-up-table N complex val-
ues. Real-time calculation would involve 1 complex ro-
tation (multiplication) per value. Out of these, M com-
plex values are used to perform a correlation (M complex
multiplications and M complex additions). The outcome
of the correlation is then used to scale the other N −M
values (N −M complex multiplications) and added to the

N −M subcarriers that contain user data (N −M com-
plex additions). Hence the algorithm requires 2N com-
plex multiplications per clipped sample.

4.3. MMSE algorithm for Gaussian signal and noise

Recall the sampled signal

y = Q(r + η).

The minimum mean square error (MMSE) estimate of r
is given by

r̂(y) = Er,η[r|Q(r + η) = y] (13)

where the expectation is calculated with the a priori dis-
tributions of r and η. The distribution of the time domain
signals at any sample moment becomes Gaussian if the
number of OFDM subcarriers, Ns, goes to infinity, even
if each subcarrier signal is non-Gaussian. We therefore
make the approximation that r = (r0, . . . , rNs−1)T has
a circularly symmetric Gaussian distribution with mean
zero, E[r] = 0, E[rrT ] = 0 (the superscript T denotes
the transpose), and correlation matrix E[rrH ] =: Gr (the
superscript H denotes the hermitean conjugate). Our par-
ticular case of an OFDM signal where the signals trans-
mitted on different subcarriers are uncorrelated implies
r = F−1R = F−1HS, so that Gr = F−1GR(F−1)H ,
GR = HGSHH , H is the Ns ×Ns channel matrix in the
frequency domain, and GS is a diagonal Ns × Ns matrix
with E[|Sm|2] on the position corresponding to subcarrier
m. The diagonal elements of GS corresponding to empty
subcarriers are equal to zero. We assume that the noise
is Gaussian as well, with correlation matrix Gn. It can be
shown (see [7]) that

r̂(y) = Gr(Gr + Gn)−1

∫
Q−1(y)

x px(x) dx∫
Q−1(y)

px(x) dx
, (14)

where Q−1(y) is the set of all signals x for which Q(x) =
y, so Q−1(y) is semi-infinite space with dimension equal
to the number of clippings, where clippings in the real
and imaginary parts are counted separately. The distribu-
tion px is Gaussian with correlation matrix Gr + Gn. We
approximate the mean of x over Q−1(y) by the point in
Q−1(y) where px assumes the largest value, so

r̂(y) ≈ Gr(Gr + Gn)−1 arg min
x∈Q−1(y)

xH(Gr + Gn)−1x.

(15)
Locating the minimum of xH(Gr + Gn)−1x over Q−1(y)
amounts to solving a quadratic minimisation problem with
linear constraints. There exists a vast literature on solving
such problems, see e.g. [8].
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Figure 5: Squared error
∑

m |R̂m − Rm|2 (in dB) versus
received signal power P/C2 (in dB) for SNR = 10 dB
(upper curves), 20 dB (middle curves) and 30 dB (lower
curves). Solid curves: R̂m = Ym, dotted curves: R̂m =
GR(GR + GN)−1Ym, dashed curves: full clip correction.

4.3.1. Simulation Results

We used the same DVB-H system as in Section 4.2.1, but
performed the clip correction according the more elabo-
rate algorithm developed in Section 4.3. Since the correc-
tion algorithm has two steps, the solution of the minimi-
sation problem and the MMSE correction with the matrix
Gr(Gr + Gn)−1, we also showed the effect of the MMSE
correction alone. The results are shown in Fig. 5, for
SNR-values of 10 dB, 20 dB and 30 dB and a frequency-
flat channel H = INs . Not surprisingly, this algorithm
performs better than our single clip correction algorithm:
when the SNR = 30 dB, the back-off gain is about 5 dB,
at SNR = 20 dB it is about 3 dB and at SNR = 10 dB it is
less than 1 dB. Note that the full algorithm always always
give better results than not using any correction at all and
that the MMSE correction alone gives minor gains.

5. DOPPLER CHANNELS

Mobile reception and frequency offsets cause crosstalk
among subcarriers and spurious signals on empty subcar-
riers, see e.g., [9]. Following the model from [10] the
channel matrix in the frequency domain can be written as

H = H0 + (fDoppler/fs)ΞH1. (16)

Here the Doppler spread fDoppler = vfc/c with v the speed
of the receiver, fc the carrier frequency and c the speed of
light; Ξ is the frequency domain crosstalk matrix, with
off-diagonal elements

Ξm,n = [Ns(1− exp(2πi(n−m)/Ns))]
−1

≈ 1/(m− n),

and H0 and H1 are diagonal matrices. In terms of a scat-
tering model with L scatterers we can write

H0(m) =
1√
L

L∑
`=1

h` exp[−2πimfsτ`] (17)

H1(m) =
1√
L

L∑
`=1

h` cos(θ`) exp[−2πimfsτ`], (18)

where the channel amplitudes h` are i.i.d. CN(0, 1), the
delays τ` are i.i.d. exponentially distributed with mean
Trms and the angles of incidence θ` are i.i.d. uniformly dis-
tributed in [0, 2π). In the rich scattering limit (L → ∞)
the H0(m) and H1(m) become Gaussian with the follow-
ing correlations [10, 11]:

E[H0(m)H∗
0 (m′)] =

1
1 + 2πi(m−m′)fsTrms

, (19)

E[H1(m)H∗
1 (m′)] =

1/2
1 + 2πi(m−m′)fsTrms

, (20)

E[H0(m)H∗
1 (m′)] = 0. (21)

Ideally, the receiver would estimate both H0 and H1 and
perform an estimate of S using the complete channel ma-
trix, including the off-diagonal elements, i.e., the MMSE
algorithm with

GR = P0H(INs − Pempty)HH

GN = σ2INs ,

where P0 is the signal power per non-empty subcarrier
and σ2 is the noise power per subcarrier.
Alternatively, the receiver may choose to simplify the es-
timation of Sm by treating the inter-carrier interference as
additional Gaussian noise, i.e.,

GR = P0H0(INs − Pempty)HH
0

GN = σ2INs + P0

(
fDoppler

fs

)2

ΞH1(1Ns − Pempty)HH
1 ΞH .

A third option for the receiver is to not estimate H1 but to
average over H1 in the noise correlation matrix, i.e.,

GR = P0H0(INs − Pempty)HH
0

GN = σ2INs +
P0

2

(
fDoppler

fs

)2

Ξ(1Ns − Pempty)ΞH .

In this case the effective noise power on subcarrier m with
|m| � (N −M)/2 is increased from σ2 to

(GN )mm ≈ σ2 + P0

(
fDoppler

fs

)2
π2

6
.

This extra noise leads to a lower SNR and hence a worse
performance of the clip correction algorithms.
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6. CONCLUSION

We proposed an algorithm to compensation clipping. It
allows for a significant reduction in power consumption of
the A/D converter by reducing the margin needed between
the average received power of an OFDM signal and the
clip level of the ADC of an OFDM receiver.
The advantage of a clip compensation algorithm is that
the design specifications of the ADC can be relaxed. We
found that for high SNR the AGC back-off or clipping
threshold can be reduced by 2 dB when using the algo-
rithm for single clips, so that one may use only 79% of
the number of quantization steps needed hitherto. This
corresponds to a reduction of power consumption by the
ADC by 21%. However our algorithm involves a number
of digital signal processing operations. A more involved
MMSE clip correction algorithm performs even better, at
the expense of even more digital processing.
Typically, in many designs it appeared favorable to trade
analog operations, such as long-tailed transistor pairs in
ADC comparator circuits for digital operations in the base-
band processor.
A practical implementation of an OFDM receiver requires
analog and digital bandpass filters. Our algorithms can op-
erate without modification if analog filters are applied be-
fore the ADC. In fact, strict removal of channel noise and
interference on the empty subcarriers contributes to the
reliable operation of the algorithm. However digital filter-
ing between the ADC and the FFT can reduce the ability
of the algorithm to compensate clipped samples. Prefer-
ably digital filtering is performed by over-dimensioning
the FFT.
ICI caused by Doppler deteriorates the performance of the
clip correction algorithms that treat it as noise. A clip cor-
rection algorithm that uses the full channel knowledge can
still improve the signal quality. We leave it as a suggestion
for future work to integrate the algorithms for clip cor-
rection, man made noise mitigation, frequency tracking,
phase noise compensation and full channel estimation, in-
cluding the Doppler effect.
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