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(13)

We have assumed that oscillator drifts are minimal, and hence we can model  as random FM.

Due to the reduced angle of elevation and the typically large distance between the receiver and the co-

channel interference transmitters, there is a very high chance that the LOS and ground reflected

waves are obstructed by other vehicles on the road, it is likely that the interference is Rayleigh fading.

The distribution of  as such can be taken to be

(14)

as discussed in [15].  is the maximum Doppler shift. If the base stations are operated independently,

the density of  is most likely uniform on , in which case

. (15)

A more accurate analysis, however, would have to take into account the fact that the instanta-

neous power of the interfering signal and  may be correlated [15].

If no bit synchronization offset between contending signals is assumed (  for i = 1,

2,3,...,n), then conservative results are obtained because it will overestimate the effect of interference.

Moreover, in the case of random , the worst-case interfering BPSK bit sequence  = ;

i.e., no phase reversal is expected to occur during 50% of the bits in the test packet. This event gives

the same probability as the case  = 0. Computations in this text assume  and .
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Our received signal is hence 

(9)

where  denotes Gaussian noise, and the user bits  are +1 or -1. The values of the interfering

bits before and after reversal during a bit time denoted  and  are +1 or -1. The instanta-

neous frequency offset  is due to random Doppler shifts and transmit oscillator drifts.

At the receiver the decision variable  is obtained from the correlation operation

. (10)

We then get,

(11)

where, because of fading, the in-phase component, , and the quadrature component,

, are Gaussian random variables. Their variances are found as  =  = .

Also, .

The conditional variance of the i-th interfering signal is hence

(12)

and we therefore have the conditional probability of error:
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wanted signal. This assumption may be unrealistic. Also, there are likely to be random frequency

shifts due to oscillator drifts and random Doppler shifts. In this section we will analyze their effect.
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ment. Queues at base stations are modelled as M/G/1, and it is found that, if base statioons do not

mutually coordinate transmissions, a cluster size C=2 maximizes throughput while minimizing the

queueing delay. 

Other computations indicate that it is worthwhile to have directional antennas only if the back-

ward attenuation is reasonably high (25 dB), otherwise interference at the cell edge (the vicinity of the

interfering station is too high). Hand-overs, based on average numbers of retransmissions, will tend to

occur after the vehicle is well into the next cell, and not at the point when the packet erasure rates

from both transmitters are equal. The advantage of increased reliability is hence not fully utilized.

Computations show that the advantage of directionality is not significant even for most reasonably

directional antennae, and as such omnidirectional antennae will be assumed in our computations.

Regarding the uplink, our results show that two-cell system with stack-algorithm used for con-

flict resolution and the same channel used in both cell can be approximated by one-cell system with

two states of the feedback channel and with Markov chain transition from one state to the other.

 Our results suggest that in future lightly loaded wireless networks with bursty traffic, it may be

advantageous to allow near by cells to use the same channels. The free access algorithms appear

robust against high levels of interference from co-channel cells. This is in contrast to conventional

cellular frequency reuse used for mobile telephones. 
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1.0 CONCLUSIO N

An appropriate model for the IVHS environment which included a narrowband Rician fading

signal with Rayleigh fading interference was proposed. The channel was shown to be slowly fading

with the major source of error being co-channel interference. A Rician K parameter of 10 was chosen

to mode all multipath effects on the highways such ducting with a view to computing packet erasure

rates. The effect of shadowing was not included in the model. We postulated that during the transmis-

sion of a packet and its retransmission, the loacl mean received power may bre considered constant. 

It was concluded that error correction coding would not be as efficient as error detection and

subsequent retransmission. Also, directional antennas have been investigated to determine the extent

to which they increase the efficiency of the network. It was concluded that there is an improvement

over omnidirectional antennae, but on the condition that they provide interference attenuation of up to

25 dB close to the cell edge. The change in cell average packet erasure rates on the channel is found

not to be too significant compared to the omnidirectional case, and so omnidirectional antennas are

assumed.

With spatial collision resolution as being investigated in [22], [23], there will be no need for

reuse factors of greater than 1. Spectral efficiency and queueing delays would then be optimized. In

the absence of such a scheme, it is reasonable to conclude that cluster sizes of 2 are sufficient with the

use of directional antennae. This conclusion is based on spectrum efficiency and queueing delay con-

siderations.

For instance, with a frequency reuse pattern of 2 and a bit rate of 80 kbps, an average of 200

successful packet transmissions per second can be achieved, each packet containing about 200 bits.

This throughput is more than enough to deal with the cell entry rate estimate of 6 vehicles/second

assumed in [19]. The corresponding delay of a few milliseconds per packet suggests that the only lim-

itation on the cell size is the efficiency of the hand-over protocol.

Packet erasure rates have been calculated by averaging over a Rician power distribution. A

Rician channel model with a two-ray dominant component has been proposed for the IVHS environ-
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As in system f no interference from other cells is present, collision resolution can be very effi-

cient. The length of a slot is unity (because C = 1), but the arrival rate per slot is twice the arrival rate

in one cell (per slot). So the arrival rates (per slot) in systewm e and f are equal. However, the delays

in similar f are half the delays seen in system e. This result is remarkable. It suggests that conven-

tional frequency reuse (system e) is even worse than covering all traffic by a single base station!

Table 5.T and  for algorithm A
.

Table 5.T and  for algorithm B

Note, that for algorithm B the delay and the throughput do not depend on z01. In the examples

the delay is less for the system with C = 1, even for relatively large z01

System

a: 0.22 0.60 1.22 2.54 0.33
b: 1.81 2.39 3.84 10.5 0.23
c: 1.87 2.69 7.22 inf 0.16
d:
e: 4.16 8.08 55.0: inf 0.16
f: 2.08 4.04 27.5 inf 0.16

System

a: 0.18 0.47 0.95 1.83 3.79 0.36
b: 1.71 2.06 2.67 3.96 6.77 0.29
c: 1.72 2.09 2.78 4.44 12.29 0.27
d: 1.75 2.19 3.10 7.96 inf 0.2
e: 3.94 6.66 22.69 inf inf 0.18
f: 2.97 3.33 11.35 inf inf 0.18

λ 0.05= λ 0.1= λ 0.15= λ 0.2= λcr

λcr

λ 0.05= λ 0.1= λ 0.15= λ 0.2= λ 0.25= λcr

λcr
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one-cell two-state system in which the mean length of busy session Lb is equal to the mean length L2

of the state “2” (i.e. the system being in the “bad state”). The mean length L1 of the state “1” (i.e. the

system being in the “good state”) is assumed to be equal to the mean length of the slots without new

packets,  Therefore . For given channel properties the value of Lb can be

expressed in terms of the solutions of the linear equations (similar to the computations the value of

the delay D); q2 is found by iterations , to satisfy the equality L2 = Lb .

The results of simulations follow the results of computations (for one-cell system) with 10%

accuracy.

For the simulation system and for one-cell system C is equal to 1 . The results for one-channel

(C = 1) two-state system with income flow rate  (i.e. for two-cell system using the same channel)

are compared with the results for two-cell system with different channels ( C = 2 ).As each channel

only has half the bandwidth, time slots need to be twice as large. Effectively, for a given arrival rate

per second, this corresponds to a flow rate of twice  new packets per slot. However, using different

channels has the advantage that interference or “feedback errors” do not occur.

 The results are illustrated by the tables. In Table 1 we present the mean time T a packet spends

in the system and the throughput  for stack-algorithm A. In the Table 2 we present the same data

for stack-algorithm B.

In the Tables 

 a : C=1, z0c = z01= z1 = 0; this system does not suffer any harmful interference between cells.

 b : C=1, z0c =1/16, z01= z1 =1/4, 

 c : C=1, z0c =1/9, z01= z1 =1/3, 

 d : C=1, z0c =1/4, z01= z1 =1/2, 

 e : C=2, z0c = z01= z1 = 0. This system uses different inbound channels in the two cells, so

mutual interference is absent

f : C=1, z0c = z01= z1 = 0. This system uses only one channel and a single receiving base station

covers the two cells. 

L1
1

1 e λ––
----------------= q1 e λ–=

λ

λ

λcr
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The delay of a packet is defined as the length of a time interval between the start of the packet’s

first transmission and the start of it’s successful transmission. Note, that the time a packet spends in

the system includes the random waiting time till the beginning of the first transmission, the delay, and

one slot of successful transmission. The mean time T a packet spends in the system is equal to the

mean delay D plus a slot duration times 3/2.

If the income flow rate , all packets are transmitted with finite delay with probability 1,

and the mean delay finite. The value of  is called the throughput of the system,  depends on the

channel probabilities. For given channel probabilitires the mean delay D can be expressed in terms of

the solutions of the linear algebraic equations. 

The results of computation for one-cell two-state system are compared with the simulation

results for two-cell system. In this system both stations use the same stack-algorithm. The perfor-

mance of two-station system is defined by the following rules.

Let in cell i, i=1,2, slot n be idle. If in cell j with j not equal to i, the slot n is idle too, then in cell

i this slot is reported idle. If in cell j there is a capture, then in cell i this slot is reported idle with prob-

ability 1 - z01 and a capture is reported with probability z01. If in cell j there is a conflict, then in cell i

this slot is reported idle with probability 1 - z0c and a conflict is reported with probability zc. 

Let in cell i, i=1, 2, slot n be a capture. If in cell j, with j different from i, slot n is idle, then in

cell i this slot is reported to be a capture. If in cell j slot n is not idle, then in cell i a capture is reported

with probability 1- z1 and a conflict is always correctly reported with probability z1. A conflict in cell

i is always reported to be a conflict in this cell.

5.4.2  Computational RESULTS  

To consider the performance of a one-station system we need to introduce the notion of a busy

session. Roughly speaking a busy session is a time interval during which there are some packets in the

channel, or in the stack of some vehicle terminal, or both in the channel and in the stack. We want to

model a two-cell system with the equal income flow rate  in both cells. Therefore we consider a

λ λcr<

λcr λcr

λ
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4a. If ln > 0 for a packet and a conflict is reported in slot n, ln+1 =  ln + 1 .

5a. If ln > 0 for a packet and slot n is reported idle, ln+1 =  ln - 1 .

6a. If ln > 0 for a packet and a capture is reported in slot n, ln+1 =  ln.

Rules 1 - 3 address the behaviour of newly arrivaing packets and those that are being (re-) trans-

mitted, while rules 4-6 address backlogged packets.

Algorithm B

The algorithm uses binary “conflict/no conflict” feedback.

1b-5b are the same as 1a-5a, respectively.

6b. If ln >0 for a packet and a capture is reported in slot n, ln+1 =  ln - 1. 

Thus algorithm B is more aggressive in retransmitting previously collided packets.

The one-cell system can be in two states. If during slot n the system is in state i, i=1,2, then it

will stay in the same state during slot n + 1 with probability qi, and will be in different state with prob-

ability (1 - qi). The mean duration of being in state i is equal to Li = 1/(1-qi) , i = 1, 2. The probability

for a system to be in state i is Q i = Li/( L1+ L2 ) , i =1, 2 . 

Let the system be in state i during a slot n. We model the effect of interference as follows. If the

slot n is idle, a capture is reported in this slot with probability zi10, and a conflict is reported with

probability zi0c. The slot is reported idle with probability (1- zi01 - z
i
0c). If in the slot n there would be

a capture (one packet from that cell was transmitted), a conflict is reported in this slot with probability

zi1. , and a capture is reported with probability (1 - zi1). If in the slot n there is a conflict, a conflict is

reported with probability 1. Thus,in our discussion, we cover interference between cells as errors in

the feedback, wich would have the same effect.

We assume that the state “1” has a perfect feedback channel, z101= z10c = zi1 = 0 , and assume

that the state “2” has an imperfect feedback channel. For ease of notations, the index “2” is omitted,

and the notations are : z201 = z01 > 0, z2
0c = z0c > 0, z21 = z1 > 0. 
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5.4.1  Model of Access Scheme  

The uplink random access channel is considered to be time slotted and synchronized at time slot

level. The slots start at t=1,2,3,... A slot that starts at t = n is called slot n. A packet is transmitted dur-

ing one slot, and transmission of each packet starts at the beginning of a slot. A new packet is trans-

mitted for the first time in the first slot following packet’s arrival (free access). The incoming flow of

packets in a cell is a Poisson flow with flow rate  packets per slot. Each vehicle terminal has a

buffer to keep one packet that has to be transmitted. Any packet that captures the receiver leaves the

system. Each packet transmitted in a slot without capturing the receiver is either retained in the vehi-

cle terminal’s buffer (with probability 1/2) or is retransmitted in the next slot (with probability 1/2).

The main idea here is to split the terminals into different smaller groups. the probability of having a

message collision in subgroups rapidly vanishes afteer a number of splits. To ensure that each termi-

nal keeps track of the group in which is may transmit, we introduce a stack counter ln which is associ-

ated with the vehicle terminal’s buffer and which changes from slot to slot according to the stack-

algorithm rules, following the feedback information. Generally, the stack counter increases when a

conflict is reported in a slot and decreases when a slot is idle. The idea is that after a collision, all

backlogged groups of packets have to wait before the current group has resolved its collision. As the

current group splits, a new level is inserted, and all existing groups increase their stack counter.

We address two versions of algorithm [ 3 ]. 

Algorithm A 

The algorithm uses ternary “idle slot/success/conflict” feedback.

1a. A packet transmitted in slot n for the first time (i.e. the packet generated in slot n-1) has ln =

0.

2a. If ln =0 for a packet, the packet is transmitted in slot n. If ln > 0, the packet is not transmitted

in slot n.

3a. If ln = 0 for a packet and a conflict is reported in slot n, ln+1 = 1 with probabili ty 1/2 and  ln+1

= 0 with probabili ty 1/2 .

λ
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The proposed algorithm for static strategies with centralized control separates the problem into

two parts: (1) the selection of the assignment patterns that are used in the cycle and their frequencies

of appearance, and (2) the placement of these patterns in a cycle, aiming to spread the activations as

uniformly as possible for each individual base station. 

5.4  UPLINK RANDOM ACCESS

As the message traffic offered to the uplink is highly bursty, a random schemme is presumably

needed. It was reported in PATH document [27] that it is optimum to use the same inbound frequency

in all cells. Next we present some new results on a radio network with two base station receiving

packets transmitted by a large population of mobile vehicle terminals. If both stations share the same

channel, transmissions in one cell interfere with transmissions in the other cell. Here we discuss a

roburst retransmission scheme that avoid instability and migitates the effect of interference between

cells. To consider the performance of this two-cell system, we model a one-cell system with time-

varying channel properties. If only one station is busy (or if both are silent) the base station is sup-

posed to be in “good state”. If both stations are busy the channels are supposed to be in “bad state”,

due to the mutual interference. Markovian transitions from one state to the other is assumed. For con-

flict resolution, the stack-algorithm is used [28, 29], which will be explained later on. 

Whenever only one base station is busy (or when both stations are silent), this base station is

assumed to have a perfect channel (to be in “good state”). When both stations are busy, they interfere,

so the channel is imperfect (“bad state”). We approximate these states as Markov transition from one

state to the other. The performance of such two-cell system with a common channel (and without any

CDMA spreading factor ) is compared with the performance of two-cell system with different chan-

nels. To avoid the interference in the latter system, 2 different channels would be needed, each with

half the bandwidth. That is, the transmission time increases by a factor two. Moreover the arrival rate

of packets per time slot increases by a factor of two. Under large traffic loads, this leads to a signifi-

cant delay.
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tions are silenced. This coordination is performed by sending instructions through the fixed backbone

infrastructure connecting all base stations. With this algorithm implemented to resolve the interfer-

ence problem, it will be possible for all stations to transmit at the full bandwidth with hence high

spectral efficiencies and minimal delays.

Figure 5.18 Time Slot Usage with Spatial Collision Resolution

To further exploit the benefits of dense frequency reuse, Walrand and Litjens [26] proposed a

packet-switched scheme transmitting packets from roadside base stations to vehicles. Arrival pro-

cesses in the cells are assumed to be homogenuous Poisson processes but with non-identical arrival

rates. The proposed scheduling algorithms assign permissions to transmit to the base stations in a con-

flict-free manner: when a station is activated, its neighbors are silenced, in order to solve the problem

of collisions through interference. Both static and dynamic strategies are proposed in [26]. In the

former, a fixed broadcast schedule is constructed, describing the time slots in a cycle during which

each base station is activated. In the latter, permissions are distributed in each time slot, based on the

status (idleness or nonidleness) of all the base stations. A second distinction that is made, is between

centralized control, where the network management makes all decisions, and distributed control,

where the base stations decide themselves whether or not to transmit, based on the limited informa-

tion that is exchanged between neighbors.
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Extending, if we use perfectly directed antennas (radiating in one direction only so the cell area

is 0 < r < 1 with the base station at the edge r = 0), then the spectrum efficiency is increased and we

observe that C = 1 is optimum. (See Fig. 5.XX)

Table 5.1 Spectrum Efficiency (continuously transmitting base stations); SNR specified at cell
boundary (r = 0.5)

5.3.5  Spatial Collision Resolutio n

The calculations performed above have assumed that queues at adjacent base stations are inde-

pendent. This is however also not necessarily true. Firstly, if a message intended for a certain vehicle

is not transmitted while it is in the cell, it will have to be added to the queue of the adjacent base sta-

tion. Secondly, packet transmissions at both base stations cause mutual interference which directly

affects the lengths of both queues. Nonetheless, independent service times for packets queued at the

same base station have been assumed. Therefore, the previous results may be inaccurate under certain

conditions. However, transmissions of base stations may be coordinated to avoid the problem of con-

tinued mutual interference.

Performance analyses of ‘spatial resolution schemes’ to resolve collisions in adjacent cells are

being performed [22], [23]. In one such scheme all base stations share the same transmit channel

which has frames of four time slots. The sections of the highway cover by each base station are

assigned a sequence number {1 or 2} according to map-coloring scheme which assures adjacent areas

always have a different number. During normal operation, each station may transmit during anytime

slot. With some probability a collision occurs, and the interfering power is to strong to allow success-

ful receiver capture. In this case the station will retransmit in its assigned slot while all adjacent sta-

Cluster Size
SNR = 
infinity SNR = 9 dB

C=1 0.020517 0.007107
C=2 0.499960 0.490237
C=3 0.333332 0.329033

Dynamic 0.784922 0.742079
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The “number of spectrum resources” that a packet consumes on average for successful trans-

mission is C/Q(r) (Fig. 5.17). Near the base station, very few transmissions are needed. Farther away,

more are required especially for C = 1. The results show that, as r varies, the minimum value for C/

Q(r) changes between parameter values of C. This leads us to propose a dynamic cluster size which

depends on the location of target vehicles within a cell; i.e., if a vehicle is known to be close to the

base station, then it receives downlink packets using C = 1. Vehicles which are farther away will

receive downlink packets at C = 2 or even C = 3 to minimize the “number of spectrum resources”

used. If this dynamic cluster size method is used, then the expected service time becomes

(8)

Figure 5.17 “Number of spectrum resources” versus position in cell. (continuously transmitting
base stations) No noise: a) C=1, b) C=2, c) C=3; with noise: d) C=1, e) C=2, f) C=3.

The spectrum efficiencies for fixed (C=1,2,3) and dynamic cluster sizes were calculated and the

results are shown in Table 1. The spectrum efficiency for C = 1 is close to zero due to excessive

retransmissions to vehicles at the cell boundary. For other values of C, the spectrum efficiency

approaches the theoretical maximum (1/C). For the fixed system, C = 2 gives the best spectrum effi-

ciency, but the dynamic scheme gives even better results. Smaller SNR will diminish SE.
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(6)

The number of packets waiting in a station is modeled as a M/G/1/∞ queue. Assuming immedi-

ate retransmissions but nonetheless with independent success probabilities , the average

delay (using the Pollacek-Khintchine formula) is

(7)

The results in Figure 5.XX (normalized to ) were computed by letting P(busy)

vary from 0 to 1 and getting throughput and delay from the above expression. For any required

throughput, delays are less for C = 2 than for C = 3. At low throughput, C=1 has the least delay, and

the delay is inversely proportional to the bandwidth per base station: interference is so low that very

few packets need to be retransmitted and delays are close to one packet transmission time. For higher

throughput, hence more interference, the delay for C = 2 remains less than for C = 3 despite the fact

that more collisions occur; the delay for C = 1 is worse due to many (immediate) retransmissions. A

frequency reuse pattern of 2 minimizes delay at high throughput. At low throughput, C = 1 has less

delay. As we’ll report in the nerxt sections, it may be possible to further enhance the spectrum effi-

ciency by using C = 1 with an efficient ‘collision resolution’ algorithm to mitigate the effect of con-

flicting base station transmissions. This particularly improves the loss of throughput at high offered

traffic loads.

Figure 5.XX Relation between delay and spectrum efficiency for various cluster sizes (C=1 ____ ,
C=2 ......., C=3 - - - -). (rg = 0.25, K1 = 10,  K2 = 1.4 x107,  SNR = 9 dB at  cel l  boundary,
200 bits/packet, no error correction) .
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(3)

expressed in gross user bits per base station per Hz per second. The bit rate per second per Hertz is

denoted as . The normalized spectrum efficiency is found from  bit/sec/Hz.

We will assume that the fading is independent from one transmission to the next, but that the

large scale attenuation remains constant during the retransmission delay time. Since the probability of

successful packet reception at a given distance  decreases with increasing propagation dis-

tance r, the expected number of transmission attempts  increases with increasing r. 

The delay  is mainly determined by the queueing of packets in the base station: packets

with nearby destinations may have to wait because of the transmission time for packets to remote des-

tinations. The delay is less sensitive to r than M(r), and may depend on queueing strategy for retrans-

mission. The following analysis will therefore address the cell-average delays.

The number of packets waiting in the base station is modelled as a Discrete Time M/G/1/

queue. The mean service time E[ ] is 

(4)

expressed in slots, where the slot time depends on C, and R is the cell size. Once again we have

assumed that the distribution of vehicles within the cell is uniform. (The cell size can be normalized

to 1 for simplicity.) The cell throughput is found from

(5)

where  is the probability that the reference station is transmitting vehicle terminal data. It is

equal to the probability that the interfering station is transmitting. Also, since we have assumed uni-

form throughput rather than uniform attempted traffic, .

Similarly, the variance of the service time is

SE ηr
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Figure 5.11 A frequency reuse pattern of 2.

Finally, correct hand-over decisions are an issue. A hand-over should be made at the right point

and to the right base station. The local-mean number of retransmissions of packets may be used as an

indication of whether a hand-over is necessary.

Figs. 5.6 thru 5.8 indicate that based on reliability considerations, a frequency reuse factor of 2

or 3 is much more reasonable than a reuse factor of 1. The plots however, assume that the interfering

base stations are always on. This is a rather conservative assumption, but it indicates that by dividing

the bandwidth into 2 as demonstrated in Fig. 5.11, we get a much more reliable channel. It also dem-

onstrates that the additional gain from splitting the total bandwidth into 3 frequency bands is not as

significant. It can be concluded based on channel reliability, that a frequency reuse pattern of 2 is the

reasonable choice. This is more reliable than a reuse pattern of 1, and in both cases of frequency reuse

factor of 2 and 3, the average number of packet transmissions required per message is close to 1.

5.3.4  Maximizing Performanc e

So far, our analyses suggests that a cluster size of 2, using omnidirectional antennas is suffi-

cient. In this section we study the delays that occur due to retransmissions and queueing in the base

station. Ultimately, the goal is to minimize the delay, while utilizing the available spectrum effi-

ciently. By delay we mean the total of the wait until service, and the service time for a packet. The

following analysis will reveal that denser reuse is favourable.

Vehicle traffic is assumed uniform throughout the cell. It would hence be reasonable to model

uniform throughput per unit of area throughout the cell. This assumption however differs from

assuming a constant attempted packet traffic to all areas, because areas will poor coverage need more

retransmission attempts. The successful total throughput per station is denoted as  

and represents the number of packets per cell per slot that are successfully transmitted. For a cluster

size of C (the total allocated bandwidth is shared by C cells), we define the spectrum efficiency (spa-

tial packet throughput density) as

S0 0 S0 1≤ ≤( )
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drawback is that the system will not take full advantage of the lower packet error rates resulting from

antenna directionality.

5.3.3  Choosing a Reuse Patter n

There are three issues to consider in choosing a reuse pattern. The reliability of the channel is a

very important consideration: it would be ideal not to have too many retransmissions of packets.

Another important factor is the number of vehicle terminals that can be served per unit cell per unit

time. Transmitting at full bandwidth obviously would be optimum if the number of serviced custom-

ers per unit time were the only issue. It has however been shown that interference causes unreliability

if all stations transmit at full bandwidth. Even with a highly directional antenna, interference will

cause many packet erasures when the cluster size is 1. Transmitting at the full bandwidth in every cell

hence requires a more innovative approach. .
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advantage of directionality is not significant even for most reasonably directional antennae, and as

such omnidirectional antennae will be assumed in subsequent computations

.

Figure 5.9 Packet erasure rate versus normalized distance from directional transmitter with 25 dB
back attenuation for reuse distance of 1.

Figure 5.10 Packet erasure rate versus normalized distance from directional transmitter with 25 dB
back attenuation for reuse distance of 2.

Another important inference can be made from Figs. 5.7 and 5.8. They indicate that if packet

retransmissions are used as an indication of a vehicle or platoon’s position relative to base stations,

hand-overs will be made fairly late. In the case when a reuse factor of 2 is used, hand-overs will be

made at normalized distances 0.2 and 1.2 for example, if the maximum allowable average number of

retransmissions is 2. This result is for 10 dB back attenuation on the directional antenna. If the direc-

tionality is increased, the hand-over points will be further skewed relative to the base stations. The
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Figure 5.8 Packet erasure rate versus normalized distance from directional transmitter with 10 dB
back attenuation for reuse distance of 3.

Fig. 5.9 shows packet erasure rates for a directional antenna with 25 dB back attenuation and for

a frequency reuse distance of 1. One interferer is facing the opposing direction, and its power is atten-

uated by 25 dB. This station still appears to cause unreliability in transmission when the cluster size is

1, even with directional antennae. In Fig. 5.10 we see packet erasure rates for a frequency reuse pat-

tern of 2. There is a slight improvement in cell average packet erasure rates. We conclude that the
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the reference and second base station (i.e. the one to which a handover will be performed). Ideally, in

the omni-directional case, a hand-over should occur at r = 0.5. In order to maintain channel reliability,

the optimum hand-over should take place at about r = 0.8. The packet erasure rate at this position is

comparable to that at r = 0.5 in the omnidirectional case. The directionality of the antenna as such

seems only to shift the hand-over point without making a significant difference in cell average packet

erasure rates. It is hence seems only worthwhile to have directional antennae if the backward attenua-

tion is reasonably high. The goal should be attenuating interference such that the packet erasure rate

approaches the limit due to the noise floor as in Fig. 5.4 (about 25 dB attenuation).

Figure 5.6 Packet erasure rate versus normalized distance from directional transmitter with 10 dB
back attenuation for reuse distance of 1.

Figure 5.7 Packet erasure rate versus normalized distance from directional transmitter with 10 dB
back attenuation for reuse distance of 2.
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between adjacent stations = 1, omnidirectional antennas, 200 bit packets, no error cor-
rection.

5.3.2  Directional Antenna s

By using directional antennae at the base stations, reception at the vehicles may be enhanced.

End fire arrays or simple metal reflectors may be used to create directivity in the antenna beam. The

advantages of directional antennas are due to increased backward attenuation and improved cell con-

finement.

Directional antennas decrease the amount of co-channel interfering energy because it attenuates

propagation to sections of the highway that are behind the antenna. Other studies have also shown

that there is a greater confinement of energy in the forward direction on the highway when direction-

ality is introduced to the transmitting antenna [5]. We will investigate the advantages of antenna

directionality.

Figures 5.6 thru 5.8 show erasure rates for transmission of packets with directional antennas

having a backward attenuation of 10 dB. The plots are for frequency reuse distances of 1, 2, and 3.

The results in Fig. 5.6 indicate that there is still a sizeable portion of the cell for which packet trans-

mission is very unreliable for a frequency reuse distance of 1 as was observed in the omnidirectional

case. The only difference is the positioning of the reliable region relative to the transmitter. Figs. 5.7

and 5.8 show the packet error rates for frequency reuse factors of 2 and 3, respectively, with respect to
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200 bit packets): (a) no error correction, (b) 4 bit error correction.

5.3  SPECTRUM EFFICIENCY

In this section, we address the performance of the base station-to-vehicle link in terms of the

number of vehicle terminals that may be serviced per unit area, and the delay involved in servicing

vehicles.

5.3.1  Packet Erasure Rates as a Function of Distanc e

The packet erasure rate has been assessed as a function of distance. Fig. 5.5 shows the results of

the computation for cluster sizes (frequency reuse distances) of 1, 2, and 3 respectively. The distance

between base stations has been normalized to 1, and the reference base station is at 0. Omnidirec-

tional antennae are assumed, and (large scale signal attenuation) is used with path loss turnover dis-

tance  to compute the Signal-to-Interference ratio. The case of cluster size 1 shows a

packet erasure probability close to unity at the halfway point between base stations. A reuse distance

of 2 will yield packet erasure rates of about 0.007 at the cell edge. With a reuse distance of 3, packet

erasure rates are very low: just over 10-3 at the cell edge (r=0.5) and about 0.1 at the position of the

next base station (r=1.0).

Figure 5.5 Packet erasure rate versus normalized distance from transmitting station. Distance

10-4

10-3

10-2

0.2

0.5

10-1

1.0

0.0 20.0 40.0

pa
ck

et
 e

rr
or

 ra
te

SIR (dB)

rg 0.25=



6 of 32

Figure 5.3 Local-mean bit error rates vs. signal-to interference ratio (17 dB SNR) (a) K1 = 10, K2
= 1.4 x 107; (b) K1 = 10, K2 = infinite; (c) K1 = 16, K2 = 1.4 x 107.

Figure 5.4 Packet error rate vs. signal-to interference ratio ( K1 = 10, K2 = 1.4 x 107, 17 dB SNR,
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nificant sources of interference. (See Fig. 5.1) Numerical results were obtained for the local-mean

packet erasure rates with no error correction (M = 0). If the interferers are always on, then we have:

. (2)

The interfering sample is assumed to be Gaussian distributed with mean . Moreover, interfer-

ence samples between successive bits are assumed to be statistically independent. 

5.2.2.3  Numerical Result s

Figures 5.2 and 5.3 show results for bit error rates as a function of the Signal-to-Interference

Ratio (SIR) for different (average) Signal-to-Noise Ratios (SNR). The bit error rates are clearly rather

sensitive to the value of  which hence must be modelled appropriately. Figure 5.2 indicates that

the first resolvable reflection and the excessively delayed component (their relative powers indicated

by  and  respectively) are the limiting factors in a noiseless channel. In Fig. 5.3, the average

ratio  is taken to be 17 dB where  is the energy per bit, and  is the one-sided spectral

density of the noise. This choice of SNR was made to ensure that channel not be rendered unreason-

ably unreliable for AVCS purposes while at the same time not being unrealistically high. With a SNR

of 17 dB, the bit error rates are of course generally higher than the noiseless case, but still acceptable

in practical situations. Further, the bit error rates are less responsive to changes in SIRs above 30 dB

because the system is limited by the Gaussian noise. The lowest bit error rate achievable as the Sig-

nal-to-Interference ratio diminishes in the noiseless case is over 1/10 times that when the SNR is 17

dB. The system is as such noise limited for reasonable SNRs.

In Fig. 5.4, the packet error rates for packets of 200 bits are calculated assuming slow fading

and a SNR of 17 dB. This is a reasonable assumption, at 80 kbps and vehicle speeds of 65 miles/hour

(11.3 m/sec), where a packet is transmitted during 6 cm of motion.

Figure 5.2 Local-mean bit error rates vs. signal-to interference ratio (noiseless channel): (a) K1 =
10, K2 = 1.4 x 107; (b) K1 = 10, K2 = infinite; (c) K1 = 16, K2 = 1.4 x 107.
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5.2.2.1  Fast Fading

With fast fading, the duration of the packets is substantially longer than the time constants of the

multipath fading. Further, we assume that during one bit time, the channel characteristics do not

change. During reception of a packet, each signal is expected to experience several fades. If it can be

assumed that the received amplitude and phase of all signals are statistically independent from bit to

bit even though the receiver remains perfectly locked to the wanted signal, the probability of undetec-

ted packet errors for BPSK.

5.2.2.2  Slow Fadin g

For packets of sufficiently short duration, the received amplitude and carrier phase may be

assumed to be constant throughout the duration of the packet. This condition is satisfied if the motion

of the mobile terminal during the transmission time of a block of bits is negligible compare to the

wavelength..

The interference power is the sum of powers from individual interfering base stations, found

from the large scale path loss equation and using the appropriate distances and antenna gain factors.

In a spatially uniform network with identical base station traffic loads and discontinuous transmis-

sion, the transmitter utilization P(busy), i.e., the probability that its packet queue is nonempty, is

equal to P(on), the probability that a station’s transmitter is switched on. If on the other hand a station

transmits continuously even with an empty packet buffer, then P(on) = 1. Given the interferer loca-

tions or local mean received interference powers, the joint loacl mean interference power  becomes

a discrete random variable because of random message traffic loads. The probability of successful

reception (event S) at distance r from the test base station becomes:

(1)

where we averaged over all possible values of  and we relate the loacl-mean power  of the

wanted signal to the location r. We consider the four nearest co-channel base stations as the most sig-

pt
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hundred meters, propagation may well be approximated by a path loss law of the form a proposed by

Harley. Some fades may occur becuse of wave cancellation of the line-of-sight and a (ground) reflec-

tion near the base station, but these effects do not substantially affect the coverage of cells or the han-

dover process that takes place at cell boundaries. 

We model the (delayed) scattered waves in two ways: early reflections with delays much less

than the symbol duration. These scatters lead to Rician fading of the wanted signal. Measurements

have indicated that for channels comparable to the short range channel addressed here, the Rician K

factor may vary from 4 to 1000 (6 to 30 dB) [7]. From Bultitude and Bedal [8], we know that K = 7

dB ( ) is reasonable for most micro-cellular channels. In agreement with [5], computations in

here assume K1 = 10 (or  10 dB),  where  K1 represents the Rician factor for early scatters.  

On the other hand, late reflections cause intersymbol interference, which we approximate as a

Gaussian source of interference, of power 1 /K2 relative to the dominant line-of-sight. If we consider

the excessively delayed components to have an exponentially distributed power delay profile with

mean value of about   ns,  we find K2 to be on the order of 1.4x107. This delay spread is a

somewhat high estimate for some microcellular networks in an urban environment [9],  so i t  presu m -

ably also overestimates channel dispersion in a highway propagation environment.  As delay spread is

modeled to cause Intersymbol Interference, our results tend to be on the pessimistic side. W e’ll  show

that its effect is nonetheless small.  

For interfering signals, the propagation distance is significantly larger, and because of the rel a-

tively low antenna height,  a l ine-of-sight component may not be present.  In such cases,  Rayleigh fa d-

ing appears to be a reasonable model .

5.2.2  Probability of Packet Erasur e

A packet erasure occurs when errors occur in excess of the correcting capabilities of error cor-

rection coding (assuming it is employed). ‘Slow’ and ‘fast’ Rayleigh fading of the wanted signal are

considered using the same conditional expressions of bit errors.

K 5≈

Trms 800∼
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5.1  INTRODUCTION

This text is concerned with the design, analysis, and computation of results for transmission

across the physical channel, as well as specifying requirements to optimize spectral efficiency on the

link between roadside stations and the vehicles. An optimum frequency reuse factor will be proposed

to maximize network throughput and to minimize average queueing delays: the frequency reuse can

be substantially more dense than is acceptable for cellular telephony networks. Studies on the com-

munication requirements [17] for the link between vehicles and base stations indicate that generally,

throughputs on the order of 5 to 80 kbps per cell are acceptable for the uplink, and more than suffi-

cient for the downlink in Automated Vehicle Control Systems (AVCS). Also, frame sizes of 77 to

130 bits are typical, and delays on the order of a few seconds are acceptable for AVCS. In this text

these parameters are used to study the performance of the roadside base station to vehicle link, with

the physical limitations of the short-range highway propagation environment also being accounted

for. Frequency reuse and antenna directionality are investigated in an effort to optimize spectrum effi-

ciency and queueing performance at the base stations.

Section 5.2 describes the parameters of that were considered in this study.

Figure 5.1 Model of base station to vehicle link for frequency reuse distance of one.

5.2  TRANSMISSION CONSIDERATIONS

5.2.1  Some Channel Parameter s

We assume that in a dispersive Rician fading channel. The effect of a strong ground reflection is

not modelled explicitly. Our motivations here is that beyond a certain teurnover distance of a few

r = 0r = -2 r = 2r = -1 r = 1
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BASE STATION TO VEHICLE COMMUNICATION

This text addresses roadside-to-vehicle communication via radio channels. The access schemes

and the radio transmission techniques have to be designed in order to minimize the adverse effects of

Rician multipath reception. The limited availability of bandwidth and the need to accommodate the

foreseen traffic make co-channel interference another important factor. Vehicle-to-base station com-

munication involves initial competition for access to the base station. Once access to the station is

secured a short communication session in which data is exchanged will follow. Base stations, on the

other hand, are initially assumed to transmit independently of other co-channel stations. This text is

concerned with the design, analysis, and computation of results for transmission across the physical

channel, as well as specifying requirements to optimize spectral efficiency on the link between road-

side stations and the vehicles. An optimum frequency reuse factor of 2 is proposed to maximize net-

work throughput, and to minimize average queueing delays. We hence find that frequency reuse

would be substantially more dense than is acceptable for cellular telephony networks.


